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Abstract

The widespread adoption of powerful mobile devices
creates an unprecedented potential for innovative mobile
applications that can enhance users’ social interactions.
The current centralized mobile system and service archi-
tectures do not allow large-scale dynamic interactions be-
tween mobile devices, as required by these applications.
This paper proposes Mobius, a decentralized solution that
supports mobile social applications via a two-tier software
infrastructure. In Mobius, a socially-aware peer-to-peer tier
provides community-oriented data and persistent services for
the mobile tier that runs the applications.

1. Introduction

The rich resources and the large-scale adoption of to-
day’s mobile phones create an unprecedented potential for
innovative social applications. For instance, smart phones
could “understand” the social context and silence themselves
automatically during work or classroom meetings; they
could monitor the vital signs of a person and call the nearest
friend in case of an emergency; or they act like live video
transmitters and broadcast to a dynamically inferred com-
munity of people interested in some content. More complex
applications could take advantage of emergent community
geo-social patterns, which could be inferred from a history of
social interactions and places people visit. Such applications
could: recommend newly identified groups or places to
enhance their users’ geo-social experience; personalize, in
coordination with other mobile devices, an evacuation route
from a building or a city in case of an emergency; and
safely propagate software updates or curb malicious software
dissemination.

So far, we have seen only simple social applications on
mobile devices, such as mobile versions of social networking
sites (e.g., Facebook or MySpace) and signaling matching
interests between people using spontaneous one-hop ad hoc
communication [1]–[4]. Developing more complex mobile
social applications is currently limited by two major factors.

First, similar to software development by hardware compa-
nies in the early years of computing, mobile services are pro-
vided only by the cellular network operators in collaboration
with the phone manufacturers, thus limiting competition and
variety. Second, the current system architectures for service
provisioning are centralized and will hardly scale to millions
of customers who would make data-intensive demands.
Additionally, their centralized nature could discourage users
from sharing geo-social information with a potential “big
brother”.

We propose Mobius, a self-organizing, self-adaptive,
community-oriented two-tier software infrastructure that al-
lows users to contribute their computers to provide persistent
services for mobile applications in a distributed fashion.
Mobius (i) provides support for computation offloading to
increase the battery life of mobile devices; (ii) allows users
to write their own mobile services; and (iii) collects and
exploits social knowledge for system adaptation and support
for mobile social applications.

2. Overview

Mobius consists of two tiers: (1) a Mobile (wireless)
human-centric tier, which runs mobile applications and
collects geo-social context information, and (2) a Peer-to-
Peer (wired) system tier, which runs services in support of
mobile applications and adapts to the geo-social context to
enable energy-efficient, scalable, secure, and reliable mobile
applications. Similar to traditional P2P networks, users will
contribute their resources, both wireless mobile devices and
wired PCs, to create this system. As a necessary departure
from the dependence of mobile applications on cellular net-
work operators, it allows mobile applications on phones (i.e.,
Mobile tier) to interact with user-deployed services in the
P2P tier. This independence is achieved using community-
supported services running on a collection of user-owned
resources in a P2P manner.

Mobile-only solutions are not sufficient even if the devices
stay connected to the Internet because the mobile devices can
be turned off or run out of battery. The P2P tier provides



Figure 1. Application scenario: A community
multimedia-sharing service

persistent services and more powerful resources (power,
computation, applications and software services).

Mobius does not preclude existing or new services offered
by network providers or third parties. To illustrate the novel
features of Mobius, with a special emphasis on geo-social
management and adaptation, let us assume the scenario in
Figure 1:

User-deployed mobile services. Bob creates a new social
multimedia-sharing service that enables mobile users to
upload multimedia content from their phones and share it
with their friends in real-time. The friends to receive the
content can be specified according to the type and strength
of social ties (e.g., friends, co-workers with strong social
ties, ideological allies, or everybody personally known). Bob
installs this service on his PC, which is part of the P2P tier.
The service description and potential security/privacy poli-
cies are registered with the P2P tier. Then, Bob announces
the service to his friends.

Data management. Alice decides to share a photo us-
ing Bob’s service. She uses a mobile application, which
can interact with multiple multimedia-sharing services. The
application tags the photo with the name of the place and
potentially its physical location read from the built-in GPS.
When Bob’s service receives the request to upload Alice’s
photo, it invokes a data management primitive in the P2P tier
to store the photo. This primitive submits a data replication
request that will place data on storage close to the destination
communities specified by Alice.

Community interactions. Once the data is stored, Bob’s
service contacts an event notification service to alert Alice’s
specified social contacts about the photo. The smart phones
of these contacts receive a “new content available” event and
dispatch it to the corresponding application. The application
then decides based on the current social context of the user
whether to alert her immediately or postpone this action. To
decide, the application can use ad hoc communication with

nearby devices and the location of its device to infer the
current social context. Furthermore, the mobile application
can contact a service in the P2P tier to retrieve social
information about the nearby people. If the social context
is appropriate, the application alerts the user with an audio
signal; otherwise, it just registers the event for later display.
The transfer of the photo will only happen with the explicit
user’s consent.

Service management. While much of the user-produced
media today is of limited interest outside the close social
group, there are situations where, for example, phone-taken
photos have potentially huge impact on public awareness1.
Alice may decide to make the geo-tagged photo available
to users independent of her social community. The geo-tag
will be used in key-based searches by other users potentially
interested in Alice’s photo. The P2P tier can coordinate the
replication of data to alleviate hot spots and improve data
availability in response to significant popularity.

Application offloading. Finally, a user might decide
to run a photo classification application on her smart
phone. This application performs image processing to extract
and compare image features. Since this is a computation-
ally/energy intensive application, the mobile application can
decide to offload the computation on a node in the P2P
network. The offloading decision is negotiated with the P2P
tier, which can grant or deny the request based on various
policies and incentives that can include social knowledge.

3. Socially-Aware P2P Tier

The P2P tier is a multi-purpose P2P infrastructure aimed
to provide support to the mobile users and their social
applications. The innovative aspect of our approach lays in
designing an infrastructure that collects and exploits social
knowledge about and from the mobile tier above. Mobius
incorporates social information deep into the self-organizing
P2P structure to allow for adaptive mechanisms that better
react to the social patterns of the mobile users.

The following objectives direct the design of the P2P tier:
(1) Provide core services to mobile users, such as reliable
data management, service discovery, search capabilities, and
computing (e.g., image processing, path finding in the physi-
cal world); (2) Provide support for dynamic instantiation and
management of user-defined services; (3) Maintain social
state respecting user-specified privacy rules; (4) Allow
support for dynamic node participation and heterogeneity
via self-configuration.

Overall architecture. The P2P tier, as depicted in Fig-
ure 2, has several layers. The Geo-Social P2P Services layer
supports the traditional P2P maintenance components, such

1. The recent political protests from Burma were photographed using
cellular phones [5], and the photos were published in newspapers around
the world



Figure 2. P2P tier architecture.

as overlay and data management. However, these compo-
nents are now informed by geo-social data and emergent
social patterns, information maintained by the Social State
Management component. We consider using an unstructured
P2P topology for flexible mapping of social context onto the
lower layer networking infrastructure [6]. In particular, using
an unstructured P2P topology allows peers to choose their
neighbors based on trust inferred from the social network,
and not imposed by the node ID space, as in the DHT-based
overlays.

Since the P2P tier runs both core services and user-level
services to support mobile applications, a Service Man-
agement component is necessary. This component decides,
based on social knowledge, where to instantiate community
services and where to replicate overloaded services.

The Core Services for Mobile Tier layer includes services
for supporting mobile applications such as Service Discov-
ery, Event Manager, Offloading Admission Manager, and
Social Context Provider. While the first two services are well
understood, the Offloading Admission Manager and Context
Provider are novel to our architecture. The Offloading Ad-
mission Manager coordinates the offloading of applications
from the mobile tier to the less resource-constrained P2P tier.
It decides whether to grant application offloading requests,
where to place the offloaded applications, and it coordinates
the transmission of the results back to the mobile tier.
The Context Provider service exports geo-social data and
emergent patterns to the software levels above, subject to
privacy and security policies enforced by the layer above.
The Context Provider allows therefore the development of
new, secure socially-aware user services supported through
a service API.

In the following we sketch the research challenges for
providing a socially-aware P2P infrastructure.

Collecting social data and inferring social context.
Inferring social information from the use of technology is
possible due to two main factors. First, the highly popular
online social networking applications, such as MySpace or

Facebook, can provide rich information about the social
fabric of the Internet users. Second, the mobile devices
equipped with communication and localization capabilities
can help refine reported social relationships.

Online social networking applications reportedly include
hundreds of million of users from around the globe [7].
According to the Facebook website [8], more than 68
million users are active in the network, spending on average
20 minutes per day on the more than 18,000 applications
now available. Users participate in these social networks by
declaring their relationships with other users of the network.
While many of these networks are built for socializing, some
are specialized on topics such as political debate (Essem-
bly [9]) or professional networking (LinkedIn [10]). When
specialized, the relationships carry the semantics specific
to the topic of interest: e.g., Essembly users semantically
distinguish between friends, allies, and enemies [11].

Using only information from online social sites, how-
ever, and mapping trust onto declared relationships can be
misleading: due to the social incentives hidden in declar-
ing relationships, such declarations are over-inflated. As
a consequence, a declared “friendship” relationship may
not carry the amount of trust typically expected between
friends. Augmenting these declarations with information
from mobile devices (collected and processed by the Geo-
Social Data module) will build a more accurate represen-
tation of the social world. We note that inferring social
information from mobile devices alone is limited by the
difficulty to differentiate co-location from social interaction,
especially in densely populated environments, such as an
urban campus [12].

Inferring communities. Social state management.
Social network analysis has been intensely studied re-
cently [13]–[15] and topological properties such as power-
law and small world have been found in networks ranging
from high school friendships [13] to citation networks [16].
Moreover, Girvan and Newman [17] showed that tightly-knit
groups (such as a research group in a specific field) can be
identified by network analysis.

However, due to privacy rules, full knowledge about the
social graph may not be available in Mobius. Collecting
social data from online social applications can be done only
with the user’s consent. In a “big brother” scenario, global
social data is centralized. At the other extreme, each user
maintains her own host that stores geo-social information
about all her relations. A real scenario will be somewhere
in between, with hosts maintaining overlapping social state,
but none having a global view of the social network. Social
state will thus be partitioned on multiple peers. In such a
case, several issues are raised: (i) how to collect and group
data in order to infer the social group of a particular user;
(ii) how to map social data onto different peers; (iii) how to
name and store inferred communities for later use.

One way to map social state onto peers is based on



social ties for better privacy (since friends already know
each other’s information) and better locality (resources of a
community may be grouped together). Ideally, community-
specific state and services are mapped onto community-
owned peers. Since people are typically part of multiple
social groups (family, co-workers, friends), it is likely that
services from different communities may be co-located on
some common set of hosts. We stress that social knowledge
informs the choice of neighbors of a peer, but lack of social
relationships between two nodes will not prevent them from
collaborating in the overlay. Mapping social state onto hosts
can also be considered based on geographical locality.

Socially-aware service and data management. Social
ties can be used to infer and provide incentives for partic-
ipations, such as hosting services or storing user-generated
content. Many issues are raised by this idea, however: How
many services need to be supported by a community? How
to deal with overlapping communities? Alternatively, can we
use relationship transitivity to provision for a low-resource
community?

Large or rapidly growing social communities may also
pose scalability challenges: services will need to be repli-
cated dynamically as a response to growing popularity. This
requires monitoring resources in order to automatically trig-
ger service replication and employing techniques for service
placement based mostly on slowly-changing attributes. For
example, mobile users change their location frequently, but
perhaps less so the geographical area (city or state); social
relationships are typically slowly changing. Candidates to
host services will be selected based on social ties (providing
incentives and trust) and resource capabilities (including
network characteristics and geographical location). Service
replication might require replicating service data as well. In
particular cases, however, the service data might be already
replicated on the peer where the new service is instantiated.
This behavior is due to the use of socially-aware decisions
for both data placement and service placement.

The data management component is used for durable
storage, content delivery, and retrieval (key-based searches).
In addition to data placement and replication, there is also
the question of durability. For example, the multimedia to
be delivered by Bob’s service may not guarantee durability
above some limited period. Data that migrate closer to the
mobile user is not to stay there for long, yet what is a
useful time interval? Is a community repository necessary
for providing useful durability?

4. Mobile Tier

Figure 3 presents the components of our common mobile
platform, which exports an API for context-aware mobile
applications, collects geo-social context information, and
collaborates with the P2P tier for geo-social adaptation.
There will be two communication planes between the Mobile

Figure 3. Mobile Node Architecture

tier and the P2P tier: the application plane, between user-
level applications (on mobile devices) and services (on
PCs), and the system plane, between various modules of
the mobile platform and core services or modules in the
P2P tier. Mobile devices collect and share with the P2P tier
three types of information: their location, their resources,
and their neighboring devices/users.

Location collection and sharing. Most mobile applica-
tions need their users’ location for basic context-awareness.
Ideally, a location system should be accurate, scalable, cost
effective, easily deployable, work both indoors and outdoors,
and allow users to control the sharing of their location.
No currently available system has all these features, and
in fact, some of the features are contradictory. Users would
understandably be concerned if a certain hardware/software
infrastructure would track them to determine their real-time
location. Therefore, the Location Engine module will deter-
mine the location locally using GPS or software solutions
such as Intel Placelab [18], which work both indoors and
outdoors. In this way, it allows users to control when and
how often location updates are sent to the P2P tier. Since
computing and sending location could consume significant
power, social knowledge can be used to decrease the fre-
quency of the updates or even to turn off the engine for
certain periods of time (e.g., attending weekly meetings or
classes).

Application offloading. The Resource Monitoring mod-
ule keeps track of the available local computing and com-
munication resources, with a special emphasis on battery
power and memory. This module is used by local context-
aware applications to adapt their functionality. Furthermore,
it can be used by the Offloading Manager to provide support
for application or component offloading [19], [20] when
the local resources are insufficient or the battery costs are
too high. The offloading process is done in collaboration
with the Offloading Admission service in the P2P tier,
which decides whether to allow the offloading and on what
host, based on geo-social data (e.g., user’s PC or user’s
friend’s PC) and privacy preferences. Trade-offs between
computation and communication with respect to energy
consumption must be taken into account in order to ensure
that offloading provides the expected benefits.



Ad hoc collaboration. Mobile devices communicate over
the Internet (cellular or WiFi) with the P2P tier; even
the communication between mobile devices takes place
indirectly through this tier. The only exception when they
communicate directly is the Ad Hoc Social Context mod-
ule, which uses one-hop ad hoc communication (WiFi or
Bluetooth) to gather social information. This module can
use a protocol that simply learns the MAC addresses of
neighboring devices or can learn user identities associated
with those devices. In the former case, stronger privacy is
ensured as only the P2P tier would know the association
between MAC addresses and user names, but less func-
tionality is available on the mobile. For instance, learning
the current social context will always have to be done by
the P2P tier. In the latter case, mobile devices can infer
this context locally, especially if they store other social
information as well; however, maintaining privacy could be
more complex. Gathering local social context information
can be done periodically or on-demand, with a trade-off
between information accuracy and power consumption.

Asynchronous communication. Mobile applications
communicate synchronously (i.e., request/reply) with ser-
vices. However, they often need to be contacted when certain
social, temporal, or geographical conditions are met. For
example, an application might want to be notified in real-
time of the co-location of two users, the presence of a user
at a given place, or a new person or place recommendation
based on newly identified geo-social affinities. To achieve
this asynchronous communication goal, applications (or
user-level services on their behalf) register events with the
Event Manager service in the P2P tier. Event notifications
sent by this service are received by the Event Dispatcher
module on the mobile device, which subsequently delivers
them to the corresponding applications.

5. Summary

This paper proposes two main ideas for discussion. First,
it proposes to use a peer-to-peer infrastructure for sup-
porting mobile social applications. This is a fundamental
departure from the vertically integrated solutions of con-
tent distribution networks for which P2P systems became
popular, as it requires service instantiation and management
in addition to data management. Second, it proposes to
use geo-social knowledge as the basis for self-organizing,
self-adaptive resource and data management techniques in
a P2P infrastructure. Additionally, social knowledge can
be used for privacy protection and providing incentives
for resource contribution. Incorporating social knowledge
in system design can open new directions of research and
bring significant potential performance improvements over
techniques that use only system metrics.
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