Abstract:
Large-scale graph processing is a fundamental tool in modern data mining, yet poses a major computational challenge as graph sizes increase. In this talk, I will describe my work on designing highly scalable and provably-efficient algorithms for a broad class of computationally expensive graph problems. My research approach is to bridge theory and practice in parallel algorithms, which has resulted in the first practical solutions to a number of problems on graphs with hundreds of billions of edges. This talk will focus on new parallel algorithms for nucleus decomposition and correlation clustering, with improved theoretical bounds, demonstrably fast performance on real-world datasets, and real-world impact in production environments at Google. Finally, I will conclude with my future research plan on designing solutions to real-world data problems using a cross-disciplinary perspective in theory, systems, and architecture, with a focus on bridging the gaps between industry and academia.
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