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Abstract:  
Researchers have long considered the analysis of similarity applications in terms of the intrinsic 
dimensionality (ID) of the data. Although traditionally ID has been viewed as a characterization of the 
complexity of discrete datasets, more recently a local model of intrinsic dimensionality (LID) has been 
extended to the case of smooth growth functions in general, and distance distributions in particular, 
from its first principles in terms of similarity, features, and probability. Since then, LID has found 
applications — practical as well as theoretical — in such areas as similarity search, data mining, and 
deep learning. LID has also been shown to be equivalent under transformation to the well-established 
statistical framework of extreme value theory (EVT). In this presentation, we will survey some of the 
wider connections between ID and other forms of complexity analysis, including EVT, power-law 
distributions, chaos theory, and control theory, and show how LID can serve as a unifying framework 
for the understanding of these theories. Finally, we will reinterpret recent empirical findings in the area 
of deep learning in light of these connections. 
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